
-A177 884 CONFIDENCE INTERVALS FOR A MEAN AND A PROPORTION IN'THE 1/1
BOUNDED CASE(U) NORTH CAROLINA UNIV AT CHAPELHILL

FISHMAN NOV 86 UNC/ORSA/TR-86/19 AFOSR-TR-87-9276

UNCLSSIFIED AFOSR-84-149 F/G 12/1 Nt

IE

[I



L3W

1.4 251

NVICROCOPY RESOLUTION IESI CHAPI

%. 
%



-. '

AFOR.T- 87-0276
00

OPERATIONS RESEARCH AND SYSTEMS ANALYSIS

Confidence Intervals for a Mean and

a Proportion in the Bounded Case

George S. Fishman

Technical Report No. UNC/ORSA/TR-86/19

November 1986

UNIVERSITY OF NORTH CAROLINA
AT CHAPEL HILL DTIC

ELECTE

MAR 0 2 IOU

,K.J

Approved for public relea9e:

S-' Distnbution Unlimited

87 2 27 074



"LYFTIC
ELEc-MAR 0 2 1987

D

Confidence Intervals for a Mean and
a Proportion in the Bounded Case

George S. Fishman

Technical Report No. UNC/ORSA/TR-86/19

November 1986

Curriculum in Operations Research and
Systems Analysis

University of North Carolina
Chapel Hill, North Carolina

Approved fcr pubic zeleas6;
Distribution Unlimited

This research was supported by the Air Force Office of
Scientific Research under grant AFOSR-84-O0140. Reproduction in
whole or part is permitted for any purpose of the United States
Government.



ICTARRSTFTPI)
SECURITY CLASSIFICATION OF TtS PAGE

REPORT DOCUMENTATION PAGE
I. REPORT SECURITY CLASSIFICATION 1b. RESTRICTIVE MARKINGS

2,. SECURITY CLASSIFICATION AUTHORITY 3. OISTRIBUTIONIAVAI LABILITY OF REPORT

XM/A Approved for public release; distribution
. 21. OECLA.SIFICATIONOOWNGRAOING SCHEOULE unlimited

N/A,
4. PERFORMING ORGANIZATION REPORT NUMBERIS) 5. MONITORING ORGANIZATION REPORT NUMBERIS)

____AFO6R-I 8 - 0 2 7 6
G&, NAME OF PERFORMING ORGANIZATION -6. OFFICE SYMBOL 7a. NAME OF MONITORING ORGANIZATION

University of North Carolina (it applicable)

-" at Chapel Hill AFOSR/NM
d. AOORESS (City, State and ZIP Cde 7b. AOORESS (CityState and ZIP Coad)

210 Smith Building 128A Building 410
Chapel Hill, NC 27514 Bolling AFB, DC 20332-6448

1a. NAME OF FUNOING1SPONSORING 80. OFFICE SYMBOL 9. PROCUREMENT INSTRUMENT IOENTIFICATION NUMBER
ORGANIZATION If apdidcabeia

AFOSR NM AFOSR-84-0140
ac. AOORESS (City. State and ZIP Code) 10. SOURCE OF FUNOING NOS.

Building 410 PROGRAM PROJECT TASK WORK UNIT
ELEMENT NO. NO. NO. NO.

Bolling AFB, Washington, DC 20332-6448 6.1102F 2304 C

11. TI TLE Ilnciu*€ Security Clawf -ctionj

fL.nfdPrnce intervals for a mean and a proportion in the bounded case
12. PERSONAL AUTHORIS)

George S. Fishman
13. TYPE OF REPORT 13b TIME COVEREO 14. OATE OF REPORT lYr.. Mo.. Day) 15. PAGE COUNT

- Technical FROM TO .November 1986 11
1G. SUPPLEMENTARY NOTATION

17. COSATI COOES 1& SUBJECT TERMS (Continue on wufrl if necemary and identify by bloci. number)

,,I9Lo .GROUP SUB. GR. Confidence interval, Proportion

19. ABSTRACT tConAIAMe on mlele it necesary and identify by block number)

This paper describes a I00x(I-a) confidence interval for the mean of a

bounded random variable which is shorter than the interval that Chebyshev's

inequality induces for small a and which avoids the error of approximation

that assuming normality induces. The paper also presents an analogous

development for deriving a I00x(l-m) confidence interval for a proportion.

20. OISTRI BUTION/AVAII,,ILITY OF ABSTRACT 21. ABSTRACT SECURITY CLASSIFICATION

UNCh.ASSIPI'OIUNIMITUO SAM4 AS RFPT. C oTiC USeRS C3 UNCLASSIFIED

32.. NAME OF RESPONSIBLI1 INDIVIOUAL 22b. TELEPHONE NUMBER I 22c. OFFICE %YMUOL
i lndclide A e Code) -- .

_________6. 9L-9I %t Oi I( AFOSR/NM

00 FORM 1473, 83 APR k0iTION OF I JAN 73 IS OUSO LETIi. INrTARRT

@ SECURITY CLASSIFICATION OF TMIS 41.GE%



/

Abstract

* 4

This paper describes a 100x(1-;) confidence interval for the

mean of a bounded random variable which is shorter than the

interval that Chebyshev's inequality induces for small and

which avoids the error of approximation that assuming normality

induces. The paper also presents an analogous development for

deriving a 1OQx(l-d) confidence interval for a proportion.
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Introduction

Let XI,...,Xn be independent identically distributed random

variables with U = EXi, pr(O X i 1) 1 1 and Xn = (X e +.' +X )/n.

This paper describes a method for deriving a 100x(1-a) interval

estimate of U for finite n based on the probability inequality

(Hoeffding 1963, Thm. 1, (2.1))

pr(X n- UE) S en f €  (I)

where

f(cu) = (e+p)[ln U-ln(lj+e)]+(1-E-pI)[ln(1-ji)-In(1-i-E)] e < 1-4 (2)

and

lim f(e,ji) = in V.

To put our results in perspective, we first re,-iew the

derivation of two commonly encountered confidence intervals. Let

k(x,8,m) { lx+$2/2m+$[2/4m +x(1 x)/m]21/ l1+2/)

OSxS1, -W<S<=, m=1,2,... (3)

Then the interval (k(R - '2 ,n), k(Xn'/ ,n)) covers p with con-

fidence coefficient > 1-a, as a consequence of Chebyshev's inequa-

lity and the observation that var Xi=E(X i-)2EX i(X i-u) ]

Moreover, as a result of the central limit theorem, the interval

(k(Xn,- -1  ( 1-a/2) ,n) , k(yn, -1 ( 1-a/2) ,n) ) asymptotically

(n-=) covers V with confidence coefficient a l-a, where

1 y 2

it()1 Y (2w)-2 f eZ2 dz-0I
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Although the Chebyshev interval holds for all n, the width

of the resulting interval is considerably larger than that for

the asymptotic normal one. For example a 2/0 (1-a/2) = 2.28 for

a-.05. However, because of the nonuniform convergence of

(Xn-i1)/[U(1i-u)/n] 2 , using the normal confidence interval obliges

one to account for the inevitable error of approximation for

finite n. This error makes difficult an assessment of whether or

not the associated confidence coefficient truly exceeds 1-a, and

can be especially bothersome in a Monte Carlo sampling experiment

where the problem dictates the maximal interval width and the

minimal acceptable confidence level. Even less appealing are

interval estimates of the form (X -B(Sn /n)2, X n+8(S/n)2 ) where

n n n."

S2 n (n- 1) 1 n n

n- i I n

and 8 - a '  and P = (1-a/2) for the Chebyshev and normal cases

respectively. Although intended to shorten the intervals by

2using the additional information in S n X n(1-X ) the substitu-

. tion of 2 for var X induces an additional error of approxima-

tion in assessing whether or not the resulting confidence

coefficient exceeds 1-a.

Hoeffding (1963) derived the probability inequality (1) for

all bounded X . Prevously Okamoto had derived (2) for X i with

the Bernoulli distribution, pr(Xi=O) - 1-p and pr(Xi-1) = w, a

result implicit in Chernoff (1952, Thm. I and Ex. 5). Theorem 1
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provides the basis for constructing a confidence interval for

based on Hoeffding's theorem.

Theorem 1. Let XI,...,X n be i.i.d. random variables with

= EX i , pr(OSX i1) = I and A = max [pr(Xi-O), pr(Xj=1)]. Then

for n~ln(a/2)/lnA, (1(Xn1/ 2 ), T2(XRn /2)) covers v with probabi-

lity > 1-a where T1(X n,/2) Xn T (X na/2) are the solutions to

f(X _ ,T) = - in(a/2). (4)
n n

Proof. Observe that

df(c,4)/ c = ln[v(1-u-c)/(v+c)(1-V)] < 0 O <1-1,

f(0,11) = 0

and recall that

lim f(c,u) = in 4 < 0.

nf (e ,

Therefore, e is monotone decreasing in c with maximum 1 and

minimum un .

Consider the equal tail probability case and let

e(Ua/2) - {c: enf(ciu)= /2} if n I /2

. -P if n > a/2.

Then

pr[Xn h( ,m/2)] S a/2 (5)

%K-!
4J
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where

h(U,a/2) = V + e(Va/2).

n n n
For jn > a/2, pr(X n .1) ;S A S a/2. For S a c/2, we want to find

the set of all V's satisfying (5). From e n f (
EP

)  = a/2,

dc(p,a/2)/dp = -{1+EI (1-4) ln[i(1-4-E)/(1-i)(U+E)]} (6)

so that

dh(p,a/2)/dp > 0,

implying that h is monotone increasing in i. Therefore, the set

of p's of interest is {I: O<PST1(Xn,a/2)} where

l (x,a/2) = {q: Y+E(Y,a/2)=x},

which is precisely the solution to (4) in the interval [0,Xn].

Consequently,

pr[91Xn a/2)Zo] a/2

so that

pr[,Fl(1 na/2)<p] > 1-a/2,

as required.

The upper bound T 2 Xncn/2) follows analogously, using

pr(- n + ) S en f ( ' 1

n
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Observe that if X. has a continuous distribution, X = 0 and

Theorem 1 holds for all sample sizes n. If pr(a X Sb) = 1,

then Theorem 1 holds with I0Ox(1-a) confidence interval

((b-a) TI((X n-a)/(b-a),a/2) + a, (b-a) T 2 ((Xn-a)/(b-a),a/2)+a).

Although for Bernoulli data and small n, one can compute an exact

confidence inte, val for V, as in Blyth and Still (1983), this

option loses its appeal as n increases and the potential for

numerical error grows. Table 1 shows the lower bounds on n for

a.=.O1 and .05.

Insert Table 1 about here.

Using the dominant term (as n+-) of the Taylor series of

f(x-*,ip), one can readily show that as n increases

2 ,(X n,/2) - 1 (X ,a/2) - 2[2 ln(2/a) Xn(1-Xn)/n]2. (7)

To order n- 2, the Chebyshev and normal intervals have widths

2[a-1  X (1-X )/n]2 and 20-1 (1-a/2)[X (1-X )/n]2 respectively.n nn n

Table 2 compares these widths for a = .01 and .05.

Confidence Interval for a Proportion

Let (Xi,YI) ... ,(XnYn) denote i.i.d. random vectors with

X  " EX i  - EY i ,  pr(OSXi S ) 1 1, pr(O Y t 1) - 1, pr(Y i ' 1,

0 W Y/WX' X n (X1 +... X )/n and Y n (Y + . +Y )/n. Also, let

-'."%

isa &I
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r(x,y,8,m) = {xy+B 2 /m+B[8 2 /4m2 +y(xy)/m]2}/(x2+B2/m)

O y x<1, -=(8<', m=1 ,2 ... (8)

Then (r(X n,Y n,-8,n), r(X n,Y n,8,n)) with 8 = a ",/ covers p with con-

fidence coefficient > 1-a, and with 8 = 0- 1 (1-a/2) asymptotically

(n-) covers € with confidence coefficient 1-a. These results

again follow from Chebyshev's inequality, the central limit

theorem and the observation that

var(Y i  Xi ) = var(Y.i cXi+0) < 0(1-0).

Again, one can derive a 100x(1-a) confidence interval,

• shorter than the one that Chebyshev's inequality offers for small

a and that avoids the error of approximation that assuming

normality induces. Let

Wi = i - 4Xi +

so that <EW and pr(O W <1) - 1. Then for W n (W + +W )/n,

(1) applies in the form

pr(Y-4 X >E) = pr(W -O>E) < e ( ' (9)
"'!n n n"

This establishes the basis for Theorem 2.

Theorem 2. Let (XI,YI),...,(Xn,Yn) be i.I.d. random vectors

with = EXit -ly EY, pr(O<X il) 1, pr(OY 1) = ,

pr (Y SX 1 ) 1, X max r(Y 1.0), pr(Y i=1)1, Xn = (XI + .. +Xn)/n,

Y n (YI + ' + Y n )/n and = /PX. Then for n a ln(a/2)/lnA,

(Y1(Xn,Ynn /2), Y 2(X nY ,a/2)) covers 0 with probability > 1-a
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where Y 1 (x,y,(G) < y/x Y 2 (x,y,(G), are the solutions of

f(y-Yx,Y)= - in 0 Oy x<1, (10)
n

f being defined in (2).

Proof. Let

"(0,a/2) = I : f(E,4) = ln(a/2) 1 if 0n a c/2
n

-- 1-f f n > cx/2.

Then

pr[Y n g(o,a/2,Xn)] n a/2 (11)

where

g(o,a/2,x) - X + E(,a/2).

For on > a/2,

pr(Y -oX n 1-0) = pr(Y = 1, X =1)n n n n

= pr(Xn =1 1 n  1) pr(Y =1)

= pr (Y = 1)

X n

= A" c/2.

For on cz/2, we want to find the set of all 's satisfying

(11). Observe that

dg(o,a/2,x)/dg = x + 3c(0,a/2)/a0

where (6) gives ac(0,a/2)/a . Using the inequalities z/(l+z) <

ln(l+z) < z for z>-1 and z*O, one has

,N N



--

Since E >0, ;<TX n.  sc that

- / 1-;) > \E-yn)El(1-E)(Xn-Yn "n) -
Z kE Yn E : Xn -Yn E :

and finally

3g(o,a/2,X )/ (D X n (E-Y ) (1-E) = [X-Y n C(1-X I/(I-€.nn nI n nq

> 0.

Therefore, the set of 's of interest is <: O Y (Xn, $a/2'

wnere

Y1  x,y,o) = {': Tx+E(',c/2) = y, 0 y x<1 , 0< < },

which is precisely the solution to (10). Consequently,

pr['Y (XnY n x/ 2) ] a a/ 2

so that

p, P >"Y1(x nY nt/2) ] > I-a'/2,

as required. The upper bound Y (X ,Y ,a/2) follows analogously
2 n n

using

pr(-W ,>:) e nf(El-,
n

V4
% %-

,:-Z
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Table 1

n o  = min In: Xn Sa/21

.01 .90 51 .05 .90 36

.99 528 .99 368

.999 5296 .999 3688

.9999 52981 .9999 36887

Table 2

Comparison of Interval Widths
-112 -1 -112 1/

a/c-/(P 1 /2) a /[ 21n( 2 /a)V [21n(2/a)/ I (-a1/2)

.01 3.88 3.07 1.26

.05 2.28 1.65 1.39
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